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ABSTRACT

***This literature review examines the recent developments and advancements in audio classification using transformer-based models. Audio classification has gained attention in recent years due to its wide range of applications, such as speech recognition, environmental sound classification, and music genre classification. Transformer-based models have shown promising results in natural language processing tasks and have been adapted for audio classification as well. This review analyzes the effectiveness of different transformer-based models in various audio classification tasks, such as Speech Commands v0.02, UrbanSound8k, and ESC-50 datasets. The review also discusses the impact of various hyperparameters, attention mechanisms, and feature extraction methods on the performance of transformer-based models. The findings suggest that transformer-based models can achieve high accuracy and outperform traditional machine learning models in audio classification tasks. Furthermore, the review identifies future directions for research in this area, including exploring more datasets, optimizing the network architecture, and incorporating self-supervised learning techniques. Overall, this literature review provides valuable insights into the state-of-the-art transformer-based models for audio classification and highlights their potential in various real-world applications.***

# Introduction

Audio classification is the task of identifying and categorizing audio signals based on their content. It is an essential step in many applications such as music genre classification, speech recognition, and environmental sound monitoring. With the advancement of machine learning techniques, audio classification has been approached using various methods, including traditional signal processing techniques, feature-based approaches, and deep learning techniques. This literature review aims to survey and discuss recent advancements in audio classification using deep learning techniques, with a focus on the transformer-based models.

# Background

Audio classification has been a challenging task due to the complexity of audio signals and their high dimensionality. Traditional signal processing techniques such as Fourier Transform, Mel-Frequency Cepstral Coefficients (MFCCs), and Linear Predictive Coding (LPC) have been used for feature extraction in audio classification. These methods have shown promising results in various audio classification tasks, but they have limitations in dealing with the high dimensionality of audio data and lack of modeling complex relationships between audio features.

Deep learning techniques have shown significant improvements in audio classification tasks due to their ability to model complex relationships between audio features and handle high dimensional data. Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and their variations have been used for audio classification tasks with notable success. Recently, transformer-based models have emerged as a promising approach for audio classification tasks, mimicking the success of transformer-based models in Natural Language Processing (NLP) tasks.

# Transformers based models

Transformer-based models were initially introduced for language translation tasks, where they have shown remarkable results, outperforming previous models significantly. The transformer model replaces the traditional RNNs with self-attention mechanisms, which enables the model to focus on relevant parts of the input sequence when generating output. The transformer model consists of an encoder and a decoder, where the encoder encodes the input sequence into a fixed-length vector representation, and the decoder generates the output sequence from the encoded representation.

Recent works have shown the effectiveness of transformer-based models in audio classification tasks, where they have achieved state-of-the-art results. Gong et al. [6] proposed the Audio Spectrogram Transformer (AST), a transformer-based model that takes mel-spectrograms as input and uses a self-attention mechanism to generate an encoded representation of the input. Koutini et al. [7] proposed an extension to the AST model, called Patchout, which introduces random masking of attention weights during training to improve the generalization of the model. Chen et al. [8] proposed the Hierarchical Token-Semantic Audio Transformer (HTS-AT), a transformer-based model that uses a hierarchical attention mechanism to model both the temporal and semantic structure of the input.

Liu et al. [9] proposed the Causal Audio Transformer (CAT), a transformer-based model that uses a causal self-attention mechanism, where the output at each position depends only on the inputs at positions before it. Gong et al. [10] proposed the Self-Supervised Audio Spectrogram Transformer (SSAST), a self-supervised transformer-based model that uses contrastive learning to learn a general representation of audio data without labels. Liu and Fang [11] proposed the Multi-Scale Audio Spectrogram Transformer (MS-AST), a transformer-based model that uses multi-scale input representations to capture both short-term and long-term temporal information.

# Audio spectrogram transaformer

The Audio Spectrogram Transformer (AST) is a transformer-based architecture for audio classification that uses the spectrogram as input [6]. Gong et al. proposed this model as a more effective way of processing audio data by adapting the original transformer architecture to spectrograms. The authors propose two variations of the AST architecture: AST and Time-domain Audio Transformer (TAT). AST employs a 2D convolutional neural network (CNN) to transform the spectrogram into patches, which are then processed by the transformer layers. TAT, on the other hand, utilizes 1D convolutions to extract features from the raw audio waveform before transforming them using the transformer layers.

Gong et al. reported that AST outperformed traditional CNN-based approaches for audio classification tasks, such as Environmental Sound Classification (ESC)-50 and Speech Commands v0.02. The model achieved an accuracy of 87.9% on the ESC-50 dataset, which is 7.7% higher than the best-performing CNN model on the same dataset. Similarly, AST achieved an accuracy of 94.4% on the Speech Commands v0.02 dataset, which is 2.2% higher than the best-performing CNN model on the same dataset. These results suggest that AST is a powerful architecture for audio classification tasks audio waveform before transforming them using the transformer layers.

Gong et al. reported that AST outperformed traditional CNN-based approaches for audio classification tasks, such as Environmental Sound Classification (ESC)-50 and Speech Commands v0.02. The model achieved an accuracy of 87.9% on the ESC-50 dataset, which is 7.7% higher than the best-performing CNN model on the same dataset. Similarly, AST achieved an accuracy of 94.4% on the Speech Commands v0.02 dataset, which is 2.2% higher than the best-performing CNN model on the same dataset. These results suggest that AST is a powerful architecture for audio classification tasks.

# Hierarchical Token-Semantic Audio Transformer

The Hierarchical Token-Semantic Audio Transformer (HTS-AT) is a transformer-based architecture for audio classification that uses a hierarchical token-semantic representation of the audio data [8]. Chen et al. proposed this model as a way to capture both the local and global context of the audio signal by leveraging the semantic relationships between tokens. The authors employed a hierarchical architecture consisting of a semantic encoder and a token encoder to learn a token-semantic representation of the audio data. The token-semantic representation is then used as input to the transformer layers for classification.

Chen et al. evaluated HTS-AT on the ESC-50, UrbanSound8k, and Speech Commands v0.02 datasets and reported that it outperformed several state-of-the-art approaches. The model achieved an accuracy of 88.2% on the ESC-50 dataset, which is 4.3% higher than the best-performing approach on the same dataset. Similarly, HTS-AT achieved an accuracy of 90.5% on the UrbanSound8k dataset, which is 0.9% higher than the best-performing approach on the same dataset. These results suggest that HTS-AT is a promising architecture for audio classification tasks that leverages the semantic relationships between tokens to capture both local and global context.

# Causal Audio Transformer

The Causal Audio Transformer (CAT) is a transformer-based architecture for audio classification that uses a causal convolutional layer to process the audio data [9]. Liu et al. proposed this model as a way to capture the temporal information in the audio signal while still leveraging the advantages of the transformer architecture. The authors employed a causal convolutional layer to extract features from the audio signal before transforming them using the transformer layers. The authors also proposed a novel pooling mechanism called causal pooling that leverages the causal structure of the convolutional layer to avoid information leakage from future time steps.

# Evaluation

Another recent study by Gong et al. [6] proposed the Audio Spectrogram Transformer (AST), which aims to improve the efficiency of training audio transformers by reducing the spatial resolution of the input spectrograms through a patch-out strategy. The authors evaluated the AST model on two datasets, ESC-50 and UrbanSound8k, achieving state-of-the-art performance on both datasets.

Similarly, Koutini et al. [7] also proposed a patch-out strategy for training audio transformers, called PatchOut. This method randomly masks small patches of the input spectrogram to improve generalization and avoid overfitting. The authors evaluated the PatchOut model on the ESC-50 and UrbanSound8k datasets and achieved performance comparable to other state-of-the-art models.

Recently, a new hierarchical token-semantic audio transformer (HTS-AT) was proposed by Chen et al. [8] for sound classification and detection. The HTS-AT model uses a two-level hierarchical structure to encode the input spectrograms, which allows the model to learn both low-level and high-level representations of the audio data. The authors evaluated the HTS-AT model on several datasets, including ESC-50 and UrbanSound8k, achieving state-of-the-art performance on both datasets.

Another recent study by Liu et al. [9] proposed the Causal Audio Transformer (CAT) for audio classification tasks. The CAT model is designed to capture the temporal dependencies in the input spectrograms by using a causal convolutional layer in the encoder. The authors evaluated the CAT model on several datasets, including ESC-50 and UrbanSound8k, and achieved state-of-the-art performance on both datasets.

In addition to supervised learning approaches, self-supervised learning has also been applied to audio classification tasks using transformer-based models. Gong et al. [10] proposed the Self-Supervised Audio Spectrogram Transformer (SSAST) for audio classification tasks. The SSAST model is trained using a contrastive self-supervised learning objective, which allows the model to learn representations of the input spectrograms without requiring labeled data. The authors evaluated the SSAST model on several datasets, including ESC-50 and UrbanSound8k, and achieved performance comparable to other state-of-the-art models.

Finally, several studies have explored modifications to the transformer architecture to improve its performance on audio classification tasks. Liu and colleagues [11] proposed the Multi-Scale Audio Spectrogram Transformer (MS-AST) for classroom teaching interaction recognition. The MS-AST model uses multi-scale convolutions and parallel attention modules to capture both local and global information in the input spectrograms. The authors evaluated the MS-AST model on a classroom audio dataset and achieved state-of-the-art performance on this task.

Overall, these studies demonstrate the effectiveness of transformer-based models for audio classification tasks. These models have achieved state-of-the-art performance on several benchmark datasets and have shown promising results for real-world applications. However, there are still challenges to be addressed, such as improving the robustness of these models to noise and environmental variations, and developing more efficient training methods to reduce the computational cost of these models.

# Conclusion

In this paper, we have presented a review of transformer-based networks for audio classification. We have shown that transformer-based networks have achieved state-of-the-art performance on various audio classification tasks, including the ESC-50, Speech Commands v0.02, and UrbanSound8k datasets. The proposed models leverage the attention mechanism in transformers to capture the dependencies in the audio signals and learn better representations of the signals for classification. We have also discussed several avenues for future research, including exploring different hyperparameters and network architectures, investigating other feature extraction methods to improve the quality of the input data, and evaluating the models on more datasets.

In summary, transformer-based networks have shown promising results for audio classification and provide a viable alternative to traditional models such as CNNs and RNNs. As the field of audio classification continues to evolve, it is likely that transformer-based networks will continue to play an important role in advancing the state-of-the-art in this area.
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